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AF-Net: A Convolutional Neural Network
Approach to Phase Detection Autofocus

Chi-Jui Ho, Chin-Cheng Chan*', and Homer H. Chen™, Fellow, IEEE

Abstract—1It is important for an autofocus system to accu-
rately and quickly find the in-focus lens position so that sharp
images can be captured without human intervention. Phase
detectors have been embedded in image sensors to improve the
performance of autofocus; however, the phase shift estimation
between the left and right phase images is sensitive to noise.
In this paper, we propose a robust model based on convolutional
neural network to address this issue. Our model includes four
convolutional layers to extract feature maps from the phase
images and a fully-connected network to determine the lens
movement. The final lens position error of our model is five times
smaller than that of a state-of-the-art statistical PDAF method.
Furthermore, our model works consistently well for all initial lens
positions. All these results verify the robustness of our model.

Index Terms—Phase detection autofocus, supervised learning,
focus profile, phase shift.

I. INTRODUCTION

UTOFOCUS is commonly needed for cameras to auto-

matically capture sharp images [14], [27], [30]-[32]. The
flowchart of a general autofocus scheme is shown in Fig. 1,
where a certain focus measurement of the captured image
is used to determine the lens movement. The decision of
lens movement continues until an in-focus image is captured.
A popular focus measurement technique used in smartphone
cameras today involves the embedding of left and right phase
detectors in the image sensor. The phase shift between the left
and right phase images generated by the left and right phase
detectors [1], [2], [16] represents the level of focus. If the lens
is at the in-focus position, zero or nearly zero phase shift is
resulted since the left and right phase images are identical.
On the other hand, if the lens is at an out-of-focus position,
a phase shift between the two phase images is resulted [2], [4].
An autofocus technique using such phase shift information is
known as phase detection autofocus (PDAF).
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Fig. 1. A simplified flowchart of an autofocus system.

For PDAF, the sign of phase shift determines the direction
of lens movement, and the magnitude of phase shift determines
the lens travel distance. The phase shift is positive if the focal
plane is in front of the object and negative if the focal plane
is behind the object. Moreover, a large phase shift is resulted
when the focal plane is far from the object, whereas a small
phase shift is resulted when the focal plane is close to the
object.

Both statistical [16] and reinforcement learning [24]
approaches have been developed to determine the lens move-
ment from phase shift. However, the phase shift estimation is
seldom error-free. Sensor noise, image blur, and low-texture
often affect the accuracy and robustness of phase shift esti-
mation. Although the phase shift estimation error can be alle-
viated by applying a Gaussian filter to phase correlation [2],
it is still difficult to obtain an accurate phase shift estimate
when the lens is far from the in-focus lens position. Another
notable problem of PDAF is that phase shift estimation error
may accumulate in the lens movement decision process, par-
ticularly when the phase shift estimation process is performed
separately [16], [24].

To reduce the impact of the phase shift estimation error
on PDAF, we propose a model based on convolutional neural
network (CNN) that directly determines the lens movement
from the left and right phase images. CNN has been applied to
estimate the disparity between stereo images [3], [11]-[13] or
the optical flow of an image sequence [8]-[10]. However, the
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left and right phase images in the context of this work are
different from a pair of stereo images or two consecutive
frames of a dynamic image sequence. Consider an in-focus
object, the corresponding phase shift between the left and
right phase images is zero. That is, the object is collocated
in the two phase images. However, this is not the case for
images captured from parallel stereo cameras unless the object
is at a distance. In terms of image formation modeling, most
stereo matching algorithms use the pinhole model because the
input data are sharp images. This model is not applicable to
autofocus because the input images are blurry unless the lens
reaches the in-focus position. Therefore, a more realistic model
such as the thin-lens model is required. In addition, the output
of the CNN model for PDAF is a signed number representing
the sign and magnitude of lens movement, not a flow map or
a disparity map.

A specific CNN-based model is developed in this work for
PDAF. The model uses four convolutional layers to extract
feature maps from the left and right phase images. Then, it uses
a fully-connected network to determine the lens movement
from feature maps. The contributions of this paper are as
follows:

o Our CNN model is robust to noisy phase shift and works
equally well for all initial lens positions.

o Our CNN model is able to accurately estimate the dis-
tance to in-focus lens position from blurry images.

o The final lens position error of our model is much smaller
than that of statistical PDAF method.

o This CNN-based approach is able to deal with small offset
between the left and right phase detectors.

II. RELATED WORK

In this section, we review previous work on PDAF and
CNN-based models for optical flow, stereo matching, and
autofocus.

A. Phase Detection Autofocus

The PDAF technique has been adopted for smartphone
cameras to enhance the performance of autofocus because it is
more accurate than the contrast detection autofocus (CDAF)
technique when the image is blurry, which is normally the
case at the beginning of an autofocus process [22]. The phase
detectors are embedded in CMOS sensors using, for example,
black masks [4] or dual photodiodes [23].

Example images for an illustration of phase shift are shown
in Fig. 2. The phase shift between the phase images can
be estimated in the image domain [1] or the frequency
domain [2], [4]. To estimate the phase shift in the image
domain, Wadhwa er al. [1] performed a 1D exhaustive
search. It first computes the sum of squared differences (SSD)
of various integral shifts between the left and right phase
images. Then, the phase shift is the peak of the quadratic curve
fitted on the SSD data. Phase correlation is commonly adopted
for phase shift estimation in the frequency domain; however,
it can easily fail for blurry or noisy images. To address
this issue, Chan et al. [2] applied a Gaussian filter to the
result of phase correlation, and Jang et al. [4] used difference
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Fig. 2. Examples of (a) in-focus and (b) out-of-focus images. The center
box represents the focus window, and the corresponding normalized pixel
values along the middle row of the focus window of (a) and (b) are illustrated
in (c) and (d), respectively.

of Gaussian to extract features from phase images before
applying phase correlation to phase images.

A key element of PDAF algorithms is the characterization
of the relation between phase shift and lens travel distance.
At the camera calibration stage, one can incrementally move
the lens across its motion range to determine the position of
the focal plane. With the paraxial and thin-lens approximation
of image formation [1], the object depth D is related to the

phase shift s by
A 1 1 )
s = -— =
z D)’

where A is a constant and z is the distance from the focal
plane to the lens. When the object is in focus, z = D.
Accordingly, at the testing stage, the lens travel distance can
be obtained by subtracting the current lens position from the
corresponding focal plane position. However, Eq. (1) may not
hold in the presence of phase shift estimation error. When the
left and right phase detectors are not collocated, the offset
between them may introduce phase shift estimation error.
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Other factors such as the sparsity of phase detectors, sensor
noise, and image blur may also cause phase shift estimation
to drift. To address this issue, Chan and Chen [16] proposed a
statistical method that first obtains the probability distribution
of the optimal lens travel distance for a given phase shift at
the calibration stage, and then uses it to determine the lens
travel distance at the testing stage.

B. Convolutional Neural Network

Convolutional Neural Network (CNN) is a deep learning
technique trained by backpropagation [21]. CNN works well
for the estimation of stereo disparity [3], [11]-[13] or the
optical flow between neighboring frames of a video [8]-[10].
In the area of stereo disparity estimation, Zbontar and
LeCun [3] were among the first to propose a deep Siamese
network (MC-CNN) for computing the similarity between
stereo patches. In the area of optical flow estimation,
Fischer et al. [9] pioneered the encoder-decoder architec-
ture for computing the flow map. Many variants of these
two models have been developed for further performance
improvements, including a more accurate depth estimate for
texture-less regions [13] and a smaller model size without
affecting the overall performance [8].

CNN-based approach has been applied to autofocus for
microscope images. For examples, Pitkdaho er al. [6],
Yang et al. [7], and Wei and Roberts [26] applied CNN-based
classifiers to predict the level of defocus. The data augmen-
tation, which was applied to generate more defocused images
for model training, was performed by either holographic recon-
struction or synthetization. However, only ordinary images, not
phase images, were considered. Besides, the simulated training
data may not work well in practice. In our algorithm, we use
real PDAF data for model training.

III. PHASE SHIFT ESTIMATION

The phase shift between the left and right phase images
is commonly estimated by correlation. In this section,
we describe the details of the phase shift estimation and the
impact of phase shift error on the performance of PDAF.

A. Phase Shift Estimation

An ideal left and right phase image pair are related to each
other by the phase shift Ax as follows:

rx,y)=101(x+ Ax,y), 2)

where (x,y) denotes the pixel coordinates, [ (-,-) denotes
the left phase image and r (-,-) the right phase image.
As an illustration, the values of pixels along the center row
of the phase images within the focus window are shown
in Figs. 2(c) and 2(d).

The phase shift between the left and right phase images can
be obtained by phase correlation in, for example, the frequency
domain. Denote the 2D Fourier Transform of the left phase
image and right phase images by L and R, respectively.
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The phase shift is obtained by finding the peak of the cor-
relation matrix p (x, y),

LoR
], (3)

) =F"!
p(x,y) {|L0R|

where F~1{.} denotes the inverse 2D Fourier transform and
the symbols “o” and “-” denote element-wise multiplication
and complex conjugate, respectively. The x-coordinate of the
peak is the phase shift between the left and right phase images.

However, the presence of sensor noise may generate mul-
tiple peaks in the correlation matrix. Chan et al. proposed to
address the issue by smoothing the correlation curve p(x, 0)

with a Gaussian kernel g (x) [2],
pr (x) =g (x)* p(x,0), 4

where p s (x) denotes the filtered correlation curve. The phase
shift Ax is determined from the peak of the filtered correlation
curve,

Ax = arg maxpy (x). 5)
X

Eq. (5) only gives rise to integral phase shift. Subpixel phase
shift can be obtained by using the interpolation-based method
proposed by Tian and Huhns [5].

If we plot the phase shift against the lens position, the result-
ing curve is called phase shift profile. The lens position
corresponding to zero phase shift is the in-focus lens position.
For an error-free phase shift profile, the phase shift is roughly
proportional to the lens position in a finite region around the
in-focus lens position. Beyond this region, the phase shift may
saturate [2]. Also, the phase shift profile is not necessarily
symmetric with respect to the in-focus lens position. Like-
wise, if we plot the image contrast against the lens position,
a focus profile is resulted. In the ideal case, the lens position
corresponding to the peak image contrast in the focus profile
should correspond to a zero phase shift in the phase shift
profile. Examples of phase shift profile and its corresponding
focus profile are shown in Fig. 3, for which the phase shift is
obtained by correlating the focus window (33 x 33 pixels) of
the left and right phase images.

B. Effects of Phase Shift Error

Phase shift error may occur due to noisy image sensors,
image blur, or lack of texture information. In practice, low-
density phase detectors on the image sensor and the spatial
offset between corresponding left and right phase detectors
may cause erroneous phase shift estimation as well. The erro-
neous phase shift can cause an autofocus process to terminate
prematurely or drag unnecessarily, resulting in either a blurry
image or a long autofocus process.

Consider the noisy phase shift profile and its corresponding
focus profile in Fig. 3(b). When the lens is far from the
in-focus lens position, a large movement should be made
so that the in-focus lens position can be quickly reached.
However, the erroneous lens movement estimate in the pres-
ence of phase shift error results in a bumpy autofocus process.
This can be prevented by scaling down the lens travel distance.
The result is a graceful but slow autofocus process.
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focus profile, which expresses the image sharpness as a function of lens position.

TABLE I
CONFIGURATION OF THE PROPOSED AF-NET

Feature Extractor
Name kernel strides o 1/O size
channels
conv0 5x5 2%x2 2/64 33 x33/16 x 16
convl 3x3 1x1 64/128 16 X 16/16 x 16
conv2 3x3 2%x2 128/128 16 X 16/8 x 8
conv3 3x3 2%x2 128/256 8x8/4x4
Fully-Connected Network
Name 1/O dimension Activation function
fc0 4096/256 ReLU
fel 256/64 ReLU
fc2 64/1 linear

Uniform PDAF performance for all possible initial lens
positions in all cases is desirable. However, the presence of
phase shift error can easily cause the phase shift profile to
fluctuate or even change shape (see Fig. 3).

IV. MODEL TRAINING

Our approach avoids the noise sensitive operations of pre-
vious approaches and determines the lens movement directly
from the phase images. The proposed model is called
“AF-Net.” We describe the details of this model in this section.

A. Model Design

The configuration of the model is shown in Table I. The
AF-Net takes a pair of phase images as input and outputs a
signed value. The sign represents the movement direction and
the magnitude represents the travel distance for the lens. The
first major component of the AF-Net is a feature extractor
consisting of four convolutional layers. Every convolutional
layer is followed by a Rectified Linear Unit (ReLU) [19] and a
batch normalization [17]. We stack the two input phase images
and feed them into the feature extractor to generate a feature
volume. The image stacking is performed to allow for the
application of 3D kernels in the first convolutional layer. These
3D kernels simultaneously extract the features of phase images
and the displacement between them. Then, the feature volume
is flattened into a feature vector. The second major component
of the AF-Net is a three-layer fully connected network that
estimates the optimal lens movement from the feature vector.

B. Data Collection

To train the CNN model, a large dataset is required. We use
the PDAF platform shown in Fig. 4(a) to collect data from a
large number of scenes. Two examples of the collected data
are shown in Fig. 5. For all image data, we placed the focus
window in the middle of the image. For each scene, we sweep
the lens through its motion range at a constant step size to
capture a sequence of images (a focal stack) of the scene. The
motion range of the lens in our platform is 480, and the step
size is 10. Therefore, the total number of images in each focal
stack is 49.

The dataset includes both close shots and long shots to
ensure data diversity. Close (long) shots refer to the case
when the object is close to (far from) the camera. As shown
in Fig. 6, when a close (long) shot is taken, the in-focus lens
position is close to the far-end (near-end) of the lens motion
range. The lens position measured with respect to the in-focus
lens position is positive (negative) when the focal plane is in
front of (behind) the object. In the data collection process,
the lens is swept across its motion range at a constant step
size; therefore, a large percentage of the initial lens positions
would be negative (positive) for close (long) shots.

The size of the raw image is 1640 x 1232 pixels. The
placement of phase detectors in our image sensor is shown
in Fig. 4(b). The right phase detector is placed four pixels
above the left phase detector. The left and right phase detector
pair is repeated horizontally every 16 pixels and vertically
every eight pixels. But the even and odd rows of phase
detectors are placed with an offset of eight pixels, as shown
in Fig. 4(b). The pixel values of the left (right) phase detectors
are collected to form the left (right) phase image. An example
of the left phase image structure is shown in Fig. 4(c). Since
the odd and even phase detectors are not vertically aligned,
we generate odd and even phase images separately. In other
words, we generate two pairs of phase images from each
raw image. Then, the average output of our model with
odd and even a pair of phase images as inputs is the lens
movement estimate. The size of odd and even phase images is
102 x 77 pixels, and the size of the focus window is 33 x 33
pixels.

C. Data Pre-Processing

We remove problematic data from model training.
Problematic focal stacks are present in our dataset due to
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Fig. 4. Sensor pattern. (a) Our PDAF platform. (b) The pattern of left and right phase detectors of our PDAF platform. (c) Illustration of the assembled left
phase image. Note that the even pixels and odd pixels are not vertically aligned.
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in our dataset.
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Fig. 6. Illustrations of positive and negative lens positions for (a) close shot
and (b) long shot.

various human errors such as the accidental movement of the
camera or lighting change. Objects or camera in our setup may
be inadvertently moved during the course of data collection.
A slight inadvertent object movement may cause a huge error
to the phase shift data. The quality of a phase shift profile and
hence the corresponding focal stack is judged by the extent of
fluctuation in the phase shift profile.

The phase shift profile of each focal stack is fitted with a
straight line. Then, the focal stacks with residual larger than

a threshold are removed. In our experiment, the threshold is
empirically set to 4. After removing problematic focal stacks,
822 focal stacks are left in our dataset. We partition these
qualified focal stacks into three groups of size 660, 81, and
81 for training, validation, and testing, respectively.

The effectiveness of our CNN model depends in part on the
quality of the training data. Besides the removal of problematic
focal stacks, we need to find the in-focus lens position of
each focal stack. This is achieved by finding the lens position
corresponding to the sharpest image in each focal stack. In this
work, the contrast C (/) of an image / is measured by image
gradient [15],

chy= > e +G, .y  ®
(x,y)el
where
Gy, y)=2I(x,y)=I(x=Ly)—I(x+1y), )
and
Gy(x,y)=2I(x,y)—I(x,y—1D—=1T(x,y+1). (8

Note that the image gradient may fail to reflect the true
in-focus lens position when imaging, for example, a point
light source with an intensely bright light shining into the
camera [28]. Therefore, we avoid collecting such images in
our training dataset.

For the image with the highest contrast, the corresponding
lens distance to the in-focus lens position is zero. For any
other image in a focal stack, the corresponding lens distance
to the in-focus lens position can be calculated by subtracting
the in-focus lens position from the lens position corresponding
to the image. This distance is taken as the ground truth.
As an example, suppose the in-focus lens position of a
focal stack captured by our imaging platform is 15. Then,
the corresponding lens distance to the in-focus lens position
of the images in the focal stack is —15,—14...0,1,...,33.
The unit distance is the step size defined in Sec. IV.B.

In addition, we normalize the phase images to reduce the
impact of lightness offset between the left and right phase
images on the phase shift estimation. The normalized image
N (I) of a phase image [ is obtained by

— min(/)

1
N ) = max (/) ©)
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V. EXPERIMENTS

We compare the PDAF performance of four different
models: AF-Net, statistical PDAF method [16], FlowNetC [9],
and MC-CNN [3]. The latter two models were originally
developed for optical flow and stereo disparity estimation.
We modify and apply them to PDAF. The details of the
modification are described in this section.

A. Experimental Setup

We start the lens of our platform shown in Fig. 4(a) at a
number of initial distances for all models and measure their
PDAF performance in terms of accuracy and speed. Each
initial lens distance is measured with respect to the in-focus
lens position, which is known a priori. A PDAF process is
terminated when the lens is sufficiently near the estimated
in-focus lens position in two consecutive lens movements or
when a maximum number of lens movements is reached. In the
experiments, the maximum number of lens movements is set
to seven. Furthermore, the nearness threshold is set to 3x
stepsize, and the range of lens positions within the threshold
is called near-focus region. A PDAF process is considered
successful if the lens is within the near-focus region when the
PDAF is terminated.

B. Metrics

Three metrics are used to measure the performance of each
PDAF model: success rate, the number of lens movements, and
the final lens position error. The success rate is the number
of successful PDAF processes divided by the total number
of PDAF processes in the test. It measures how successful
a PDAF model is. The number of lens movements refers to
the number of lens movement decisions required to complete
a successful autofocus process. The smaller the number, the
better the PDAF model is. The final lens position error refers to
the absolute distance between the final lens position and the
actual in-focus lens position. This metric helps differentiate
models with a similar success rate.

C. Implementation

Our model is implemented using PyTorch, which is a library
for the rapid implementation of machine learning models [20].
The model is trained using Adamax [18] as the optimizer,
and mean-square-error as the loss function. The batch size is
128 and the parameters of the optimizer are f; = 0.5, fr =
0.999, and the learning rate is 0.001. We terminate the training
process if the minimum loss of the model tested on the
validation data does not decrease for 20 epochs. On average,
the training process takes about 80 epochs.

D. Modification of FlowNetC and MC-CNN

Among the four PDAF models considered in the experi-
ments, FlowNetC [9] and MC-CNN [3] require modification
because the original outputs of these two models are flow map
and matching cost, not lens movement.

6391

For FlowNetC, the deconvolution layers are replaced
by three fully-connected layers so that the network out-
puts a signed value representing lens movement. Moreover,
the FlowNetC needs to determine the location of the corre-
lation layer to optimize its performance. This is achieved by
exhaustively testing each possible location of the correlation
layer and recording the corresponding PDAF performance.
The results show that placing the correlation layer between
the first and the second convolutional layers yields the best
PDAF performance.

For MC-CNN, we modify the training schedule. MC-CNN
was originally developed to estimate the similarity (instead of
the displacement) between two images. It cannot differentiate
front-focus images from back-focus images. As a result, it can
only be used to determine the magnitude of lens movement.
We use phase correlation to determine the direction of lens
movement. For fair comparisons, the modified FlowNetC and
MC-CNN are retrained on our dataset.

E. Results and Discussions

Table II shows the performance of the four PDAF models
tested on all test scenes with various initial lens positions.
In average, the AF-Net has the highest success rate (95.98%),
the smallest number of lens movements (2.07 movements),
and the least final lens position error (1.094 stepsizes). Overall,
the AF-Net performs consistently better than the other PDAF
models across the range of initial lens positions. In cases such
as over-exposure, the AF-Net may obtain a less than perfect
result, but it seldom failed completely.

The results also show that the performance of AF-Net for
positive and negative initial lens positions is not symmetric.
Recall that the in-focus lens position is close to the far (near)
end of lens motion range for close (long) shots, as shown
in Fig. 6. Therefore, a large percentage of initial lens positions
for close (long) shots is negative (positive). The effect of
reflection, backlighting, and over-exposure on image quality
and hence autofocus performance is more pronounced for
close shots than for long shots. In other words, long shots
have a higher success rate than close shots. Consequently,
the algorithm performs better when the initial lens positions
relative to the in-focus position is positive.

Furthermore, we compare the four PDAF models in terms
of maximum final lens position error, maximum number of
lens movement, and average run time per lens movement
decision. The results are shown in Table III. The maximum
final lens position error and the maximum number of lens
movement for the AF-Net are 5 and 4, respectively, which
are lower than those of the other models. In terms of average
run time tested on a personal computer with an Intel i7-7700
CPU @ 3.60 GHz and an NVIDIA GTX 1080, the AF-Net
takes 10.8 ms per lens movement decision, which is shorter
than other models. As the hardware technology advances in
the future, we believe the computational issue will be of less
concern.

The performance of the FlowNetC is slightly worse than
that of the AF-Net. Both methods combine features of the
left and right phase images in the convolutional layers. How-
ever, the features are combined in different ways. The AF-Net
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TABLE 11
PERFORMANCE OF DIFFERENT PDAF MODELS

Initial Lens Position Relative to the In-Focus Lens Position
-30 -20 -10
Model Success Final lens Nurlrégzr of Success Final lens Nurlr;)l:r of Success Final lens Nurlr;lt)lzr of
Rate (%) | position error movemenis Rate (%) | position error movements Rate (%) position error movements
AF-Net 90.48" 1.381 2.26 94.83 1.207 2.20 95.06 1.185 2.03
FlowNetC [9] 71.43 2.714 2.53 77.59 2.466 2.49 79.01 2.259 2.16
MC-CNN [3] 66.67 7.952 5.35 79.31 3.534 4.61 82.71 2.556 4.90
Statistical [16] 23.81 10.57 3.40 46.55 5.741 3.00 51.85 4.000 221
Initial Lens Position Relative to the In-Focus Lens Position
10 20 30
Model Success Final lens Nurllégeszr of Success Final lens Nurllétr)leszr of Success Final lens Nuﬁgzr of
Rate (%) | position error movements Rate (%) | position error movements Rate (%) position error movements
AF-Net 97.26 1.027 2.06 100.0 0.981 2.06 100.0 0.826 2.00
FlowNetC [9] 83.56 2.164 2.16 88.89 1.796 2.40 91.30 1.565 2.38
MC-CNN [3] 79.45 2.356 4.69 88.89 2.148 4.89 91.30 2217 5.00
Statistical [16] 63.01 3.342 221 57.41 3.426 2.54 43.48 3.261 2.60

"The highest performance is shown in boldface.

TABLE III
PERFORMANCE COMPARISON OF DIFFERENT PDAF MODELS

Model Max Final Max Number | Average Runtime
Lens Position of Lens per Lens Movement
Error Movements (ms)
AF-Net 5 4 10.8
FlowNetC [9] 8 5 15.9
MC-CNN [3] 10 7 20.6
Statistical [16] 12 7 28.3

stacks and feeds the phase images to the convolutional layers,
whereas the FlowNetC convolves feature maps extracted from
the left and right phase images in the correlation layer. The
main disadvantage of the latter is that image features may be
lost after the convolution operation in the correlation layer.
Since the AF-Net preserves more image features, it outper-
forms the FlowNetC in all tests.

The results also show that the MC-CNN is inferior to
both FlowNetC and AF-Net. Although the MC-CNN also
combines image features from the left and the right phase
images, the features are extracted in separate convolutional
layers. Consequently, the MC-CNN cannot estimate the phase
shift between two phase images as accurately as the other
models. Furthermore, erroneous estimate of the sign of phase
shift results in incorrect lens travel direction and extra lens
movements to reach the near-focus region. This is why the
MC-CNN has worse performance than the AF-Net and the
FlowNetC.

As shown in Table IV, the statistical method is unable to
maintain consistent performance in the presence of noisy phase
shift. To investigate it further, we classify the test focal stacks
into two groups, clean and noisy, based on the smoothness of

the corresponding phase shift profiles. Then we reorganize the
PDAF performance of the AF-Net and the statistical method in
the two groups accordingly. Table IV shows that the statistical
method has a worse performance degradation than the AF-Net
for noisy phase shift data. Its average success rate drops
14.49%, as opposed to 7.84% for the AF-Net.

To analyze the quality of video frames in the autofocus
process, we test the four PDAF models with four different
nearness thresholds. As shown in Table V, only the AF-Net
performs constantly well in terms of success rate regardless of
the nearness threshold. The chance of obtaining a sharp image
is 79.56% even if a tight threshold is applied. We also calculate
the average number of bounces of the lens movements in an
autofocus process. Each time the lens changes its direction
of movement, the bounce count is incremented. The bouncing
leads to the alternation of image sharpness. Table VI shows
that the AF-Net has the least bounces among the four PDAF
models. Examples of video frames in the autofocus process
using the AF-Net are shown in Fig. 7. In these examples, the
autofocus processes start with an initial lens position that is
away from the in-focus lens position. Therefore, the initial
image is blurry. But a sharp image is obtained with only
one lens movement. A comparison between the AF-Net with
an autofocus method of smartphone camera can be found
online [29].

To visualize how the AF-Net estimates the phase shift
between phase images and determines the lens movement,
we show in Fig. 8 the stimuli that yield the maximum
response for sixteen filters randomly selected from the fourth
convolutional layer of the AF-Net using the method proposed
by Simonyan et al. [25]. From the stimuli, we can see
that these filters are indeed capable of extracting features
such as straight edges from phase images. By alternatively
displaying the stimuli corresponding to the left and right

Authorized licensed use limited to: National Taiwan University. Downloaded on July 01,2020 at 00:03:44 UTC from IEEE Xplore. Restrictions apply.



HO et al.: AF-NET: CNN APPROACH TO PDAF

TABLE IV

PDAF PERFORMANCE TESTED ON CLEAN/NOISY DATA
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Initial Lens Position Relative to the In-Focus Position

AVERAGE BOUNCING TIME OF DIFFERENT PDAF MODELS

Model -30 -20
Success Rate (%) Final 166111:0;;051t10n Nlrlnn;‘?gri); ltesns Success Rate (%) Final lir;rsop;osmon N;n(l)l;)/zlfefnl;ns
AF-Net 100.0/80.00 1.454/1.100 2.27/2.00 97.30/85.71 1.054/1.619 2.11/2.17
Statistical [16] 36.36/10.00 5.636/16.00 3.00/5.00 51.35/38.10 4.054/8.714 2.48/4.24
Initial Lens Position Relative to the In-Focus Position
Model -10 10
Success Rate (%) Final lzr;:opr)osmon Nlrlnn;li);;); ltesns Success Rate (%) Final le;rs();;osmon Nlrlnn(l)l‘alzrn‘?efnl:;ns
AF-Net 98.04/90.00 1.117/1.300 2.04/2.00 100.0/92.59 0.913/1.222 2.07/2.04
Statistical [16] 60.78/36.67 3.608/4.667 2.00/2.81 63.04/62.96 3.457/3.148 2.07/2.47
Initial Lens Position Relative to the In-Focus Position
Model 20 30
Success Rate (%) Final lzr;rs()];osmon Nlrlnrrcl)lzlz;og‘nltesns Success Rate (%) Final lir;rsorzosmon Nlrlnn:)l‘)lz;oefnltesns
AF-Net 100.0/100.0 0.869/1.235 2.08/2.00 100.0/100.0 0.786/0.889 2.00/2.00
Statistical [16] 59.45/52.94 3.351/3.588 2.45/2.78 50.00/33.33 3.286/3.222 2.43/3.00
TABLE V
PDAF PERFORMANCE TESTED ON DIFFERENT NEARNESS THRESHOLDS
Nearness Threshold
Model 7 5
Success Rate (%) Final le;r;fop;osmon Nlrlnnoﬂ\),:n(:ﬁfnl;ns Success Rate (%) Final le(::;:olzosmon Nl.rlnn(‘;li)/z;i)efn ltesns
AF-Net 100.0 1.145 2.00 99.20 1.124 2.00
FlowNetC [9] 97.12 2.124 2.00 90.70 2.065 2.08
MC-CNN [3] 94.24 3.534 2.38 91.02 3.344 3.00
Statistical [16] 84.80 5.306 2.08 73.30 5.194 2.36
Nearness Threshold
Model 3 1
Success Rate (%) Final lzrifofiosmon Nlrxnrr(l)t\)lz;oefn ltesns Success Rate (%) Final lzrﬁolzosmon Nll;n;l\alzrrr:)efn ltesns
AF-Net 95.98 1.094 2.07 79.56 1.061 2.70
FlowNetC [9] 83.25 2.106 2.39 45.23 2.102 3.56
MC-CNN [3] 81.39 3.461 491 39.59 3.580 6.96
Statistical [16] 47.69 5.057 2.66 29.29 4.488 7.00
TABLE VI

contrast and phase shift, indicating that the AF-Net uses these

Model Average Bouncing Lens Movements in Autofocus
Process
AF-Net 0.396
FlowNetC [9] 0.554
MC-CNN [3] 2.900
Statistical [16] 0.792

phase images on a monitor (not shown), we can clearly see a
displacement between the stimuli. These observations suggest
that the responses of these filters are related to both image

VI. POSSIBLE EXTENSIONS

filters to calculate both the intensity of image features and
the displacement between the left and right phase images.
Collectively, all such information is used to estimate the lens
movement. This explains the superior performance of the
AF-Net.

Recently, dual-pixel sensors [1] have been used in smart-

phones to perform PDAF. The configuration of such sensors

is different from ours. The left and right pixels of dual-pixel
sensors are collocated at the same pixel. Therefore, unlike our
image sensor, there is no vertical offset between the left and
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Fig. 7.

Fig. 8.  Left and right stimuli that yield maximum response for sixteen
randomly selected filters in the fourth convolutional layer of the AF-Net.

right phase images. Naturally, the resulting phase shift data
are cleaner. It is straightforward to train our AF-Net for such
sensors, and we believe better performance can be achieved
because the data are less noisy.

The proposed AF-Net for the autofocus of still cameras
can be extended to video cameras. The complexity of such
continuous autofocus is higher than that of still autofocus
described in this paper. The former needs to deal with dynamic
scenes, whereas the latter only has to consider still scenes. The
AF-Net can be directly applied to continuous autofocus when
the focal planes for neighboring frames are close to each other.

Consecutive video frames of three scenes in the autofocus process of AF-Net. (a) Scene 1, (b) Scene 2, and (c) Scene 3.

According to the results shown in Tables II and V, we believe
the AF-Net is able to go from the near-focus lens position
to the in-focus lens position in one lens movement for such
cases.

Our PDAF algorithm can be extended to the case where
the focus window is constantly adjusted to follow a moving
object. This is useful for object tracking. We believe it can be
achieved by integrating object detection with our autofocus
technique. It involves moving the focus window according to
the displacement of the target object.

VII. CONCLUSION

Maintaining consistent PDAF performance in the presence
of noisy phase shift data is a challenging task. This paper
has described a CNN-based PDAF model called AF-Net to
address this issue. The AF-Net has superior performance in
terms of accuracy, robustness, and speed. In 95% of the test
cases performed in our experiments, it reaches the in-focus
lens position in two lens movements on average and with final
lens position error less than one stepsize.
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